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SUMMARY 
An improved pressure-based method has been applied to predict the two-dimensional instability analysis 
of liquid-fuelled rocket engines. This method is non-iterative for transient flow calculations and applicable 
to all-sped flows. Validation cases include the shock-tube problem, the blast flow field and unsteady spray- 
combusting flows. Computations for the combustion instability analysis were carried out for various com- 
bustion parameters such as spray initial conditions and combustor geometries. Unsteady behaviours of 
the stable and unstable spray flame fields and effects of acoustic oscillations on the fuel droplet vaporiza- 
tion and combustion process are studied in detail. The present numerical model successfully demonstrates 
the capability of predicting combustion instability as well as fast transient compressible flows at all speeds. 
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1. INTRODUCTION 

Combustion instability in liquid-fuelled rocket engines has long been a matter of serious practical 
concern. Combustion instability can be driven by non-linear interactions among acoustic waves 
and complex physical processes such as atomization, vaporization, vortex shedding, turbulent 
mixing and chemical reaction. Owing to this complex nature of combustion instability, the 
analysis of acoustic amplification by overall combustion processes is an extremely difficult task. 
In practice a variety of approximations have been made to simplify the analysis. However, it is 
always acknowledged that numerical integrations of the transient Navier-Stokes equations 
coupled with relevant physical submodels will provide the ultimate solutions. 

The computational methods for solving the transient Navier-Stokes equations are largely 
classified as either density-based methods or pressure-based methods. These two methodologies 
have their own advantages and disadvantages in simulating transient high-speed flows and 
handling low-Mach-number viscous flows. The basic merit of the density-based method is its 
accuracy and robustness, especially for transient high-speed flow simulation. However, the 
density-based algorithm is often ineffective for low-Mach-number flows owing to the stiff eigen- 
values of the system. The density-based method breaks down completely at the incompressible 
limit where density is independent of pressure and the pressure term in the momentum equations 
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become singular. In the pressure-based method the pressure-density-velocity coupling is handled 
by a Poisson-type pressure or pressure correction equation derived from the continuity and 
momentum equations and an equation of state. As a result, the pressure-based algorithm is 
relatively easy to apply to flows of all speeds. Since the pressure-based method usually employs 
a sequential solution procedure, it requires less computer memory and less computing time. 
However, the pressure-based method has difficulties accounting for all wave propagation 
properties in transient compressible flows, because the upwinding procedure of the pressure- 
based method is usually based on physical velocities rather than characteristic velocities. There 
have been several research efforts'-' to develop pressure-based methods for fast transient flow 
calculations. In the present study a pressure-based method has been developed for handling the 
strong non-linear couplings arising in multiphase, fast transient and reacting flows. The present 
procedure is basically similar to the non-iterative PIS0  algorithm4 recently proposed by Issa 
et af.  However, the present approach allows us to consistently discretize the momentum 
equations with reduced splitting errors. To reflect the rapid and large variations in density, 
temperature and mass fractions, the scalar conservation equations such as species, energy and 
turbulent transport quantities are solved in the same predictor-corrector sequence, with the 
coefficient matrices being updated in the corrector steps. This method is non-iterative and 
applicable to all-speed flows. 

To assess and demonstrate the predictive capabilities of the present solution algorithm, the 
shock-tube problem, the blast flow field and the combustion instability of liquid propellant 
rocket engines are selected as example problems. Computations were carried out for various 
combustion parameters such as spray initial conditions and combustor geometries (combustor 
length, nozzle length of converging section). 

2. PHYSICAL MODELS 

The mathematical formulation of the two-phase flow and combustion processes utilizes the 
Eulerian conservation equation for the gas phase and the Lagrangian equation for the fuel 
droplets. The two-way coupling between the two phases is described by the exchange rate terms 
which represent the rates of momentum, mass and heat transfer. For liquid rocket applications 
a strongly coupled procedure6 to handle the highly evaporating spray-combusting flows has 
been implemented. The solution of the dispersed liquid droplet equations formulated on a 
Lagrangian frame is embedded within the non-iterative predictor-corrector solution procedure. 
The current two-phase solution procedure6 has been proved to be efficient and has shown 
advantages over others such as the particle-source-in-cel (PSIC) algorithm' and the ALE-ICE 
algorithm.' 

Gas phase equations 

pressed in a Eulerian co-ordinate frame can be written as 
The density-weighted conservation equations of mass, momentum and scalar variables ex- 

apui a ap dp - + - (pu,uJ = - - - - (pu;uj) + S",,,,  
at a x j  ax i  a x j  

- -  
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where p is the time-mean density of the mixture, ui and ui are the ith components of the 
density-weighted mean and fluctuating part of the instantaneous velocity respectively, 4 and 
4' are the density-weighted mean and fluctuating part of instantaneous scalar quantities 
respectively (including the species concentrations and the internal energy), p is the mean pressure 
and S, and S+., represent the gas phase source terms and the interaction source terms due to 
the fuel spray respectively. Detailed expressions for these source terms can be found in Reference 
9. In the present study the unknown turbulent correlations, and @ are modelled by the 
two-equation turbulent diffusivity model. l o  Based on an irreversible single-step chemical 
reaction, the reaction rate in the spray flame is determined from either the mixing rates" of the 
reactants or the chemical reaction rateI2 of the Arrhenius type, whichever is slower. 

Droplet phase equations 

The spray dynamics is described by a discrete particle-tracking method formulated on a 
Lagrangian frame. This is essentially a statistical approach and requires a sufficiently large 
number of computational particles for realistic representation of sprays. Each computational 
particle represents a number of droplets having equal location, velocity, size and temperature. 
Mean gas phase properties and instantaneous eddy properties are used for the stochastic 
droplet-tracking calculations. The droplet evaporation rates are given by the Frossling correla- 
tion13 and the transient droplet temperatures are obtained by the infinite conductivity m0de1.I~ 
The major assumptions and detailed formulations in the droplet transport calculations can be 
found in References 14 and 15. The correct evaluation of the average physical properties in the 
gas film is of importance in the vaporization calculations. In accordance with Hubbard et al.'s 
recommendations,16 the 'one-third rule' has been used in the present study. The variable 
thermophysical properties such as fuel vapour pressure are estimated from the JANNAF data- 
bank." 

Turbulence/droplet inteructions 

In the spray system the gas and dispersed droplets interact with each other at both mean and 
fluctuational levels. At the fluctuational level the droplets experience dispersion due to the action 
of the turbulence field, while the turbulence field itself experiences a modulation effect due to 
the particles. Since the present study deals with dilute dispersed flows, we did not consider dense 
spray effects such as turbulence modulation, drop break-up and collision. The two-way coupling 
between gas and droplets involves interactions at both mean flow field and fluctuational levels 
in turbulent flows. The turbulence effects on droplet dispersion are simulated by a Monte-Carlo 
method and random turbulent fluctuating velocity components are assumed to have a Gaussian 
probability distribution with standard deviation based on the turbulent kinetic energy. The 
instantaneous velocity components are obtained by adding stochastically generated turbulent 
fluctuating velocity components to the mean gas phase velocity field. This type of simulation 
for the turbulent dispersion of droplets has been extensively used for statistically stationary 
turbulent dispersed  flow^.'^.'^ The droplet/eddy interaction time is assumed to be the minimum 
of either the eddy lifetime or the droplet transit time to cross the eddy. The details of simulation 
procedures and various aspects associated with the interaction times can be found in Reference 6. 

3. NUMERICAL MODEL 

By using the operator-splitting method, the governing gas phase conservation equations can be 
discretized as follows. 
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Predictor 

Momentum (u*) 

Scalar (4 *) 

(2 - Bo)4* = J W * )  + S$ + + P"4" -. 
At 

Here the coefficient matrices A, and B, and the operators H and J contain the convective 
and diffusive contributions respectively. To improve the numerical stability in multiphase 
reacting flows, A ,  and B, may include the coefficient matrices resulting from the implicit 
treatment of the strong non-linear source terms such as chemical reaction rates, turbulence 
source terms and multiphase interaction source terms. The general scalar dependent variable 4 
may represent energy, mass fraction or turbulen transport quantities. At this stage the velocity 
field (u:) does not satisfy the continuity equation. The temperature TI is calculated from the 
flow field (energy, species, momentum) at the predictor step. 

First corrector 

Momentum (u**). A new flow field (u**, p*,  p*)  is sought to satisfy the continuity equation 

1 
- (p* - p") + A,@*u~*) = S,,,l. 
At 

The discretized momentum equations are 

p"ul 
+ -. At (i - $)P*$* = Wu:) - A#* + S:, + (7) 

Equation (7) can be rewritten as 

To derive the pressure equation, the present procedure approximates the second term on 
the LHS of equation (8) as (A,/p")u:(p* - p"). This approximation results in the splitting error 
(A,/p")(u:* - ut)(p* - p"). Since the previous study4 completely neglects this term, the resulting 
error is (A,/p")u:*(p* - p"), which is much bigger than the splitting error in the present 
formulation. Thus it is expected that the present approach can improve convergence and accuacy 
especially in dealing with fast transient flows as well as steady high-speed flows. Equations (6) 
and (8) are now used to derive the pressure equation. Taking the divergence of (8) and substituting 
into (6) yields 

1 + Ai Du" - - + Dun- -  ( t: 6.> ( " ) A i  + Ai(Du"Ai) p* 
p" RT* 

+ H"(u:) + Si, + S,,,I + 
At (9) 
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where 

Equation (9) can be solved for the corrected pressure p*. The density (p* )  is calculated 
from the equation of state. The velocities (u:*) are computed from (8). 

Scalar (#**). These new Row field properties (u:*, p * )  satisfying the continuity equation 
(6) are used to update the B-coefficient: 

P"V 
At 

The temperature T** is calculated from the corrected flow field (energy, species, momentum). 

Second corrector 

Momentum (u***). A new Row field (u***, p**, p**) is sought to satisfy the continuity equation 

The discretized momentum equations are 

The second term on the LHS of equation (12) is similarly approximated by replacing u:** 
with u:*. The corresponding splitting error is (A,*lp*)(ut** - u**)(p** - p*).  By taking the 
divergence of (12) and substituting into (l l) ,  the corrected pressure equation is obtained as 

Ai + A,(Du*Ai) p** A* 5) + Ai Du* - ~- + Du* -! 1 A;  u:* ) ( [- A r R *  ( p* RT** p* RT** 

= Ai[ Du*(Agu:* + H*(u:*) + S: + S,, + e)] At - 2 - 
where 

Using the corrected pressure (p**), the density (p**)  is obtained from the equation of state. 
The velocities (u:**) are computed from (12). 

Scalar (#***). These new flow field properties (ut**. p**)  satisfying the continuity equation 
(1 1) are used to update the B-coefficient: 
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The temperature T*** is calculated from the updated flow field (energy, species, momentum). 
The updated flow-field (p**, p**,  $**, T***, 4***) is taken to represent the field values at the 
next time step (n + 1). This completes the sequence in the solution of the equation over the time 
step. The additional correction can be similarly implemented. The present unsteady computa- 
tions are performed with one predictor and three corrector steps. Compared with the previous 
pressure-based methods,zo*2' this new method is more suitable for fast transient reacting flows 
at all speeds. For steady state calculations the prescnt procedure can be simplified by freezing 
the coefficient matrices ( A o ,  B,,). 

In the present finite volume formulation all dependent and independent variables are stored 
at the same grid location and the variables at the finite control volume boundaries are 
interpolated between adjacent grid points. To enhance the numerical stability in transient 
reacting flow simulations, the implicit Euler scheme is employed in differencing the temporal 
domain. The gas phase governing equations are discretized on a general non-orthogonal 
curvilinear co-ordinate system with a second-order upwind scheme" maintaining the TVD 
(total-variation-diminishing) property. I f  necessary, the interphase coupling between particle 
and gas can be handled by the same time-splitting technique.(' Implicit coupling procedures 
are used to treat momentum exchanges in order to avoid small time steps. The unsteady 
solution procedure" for two-phase coupling is different from the conventional PSIC procedure- 
in which global iterations are required between two phases. The solution of the dispersed liquid 
droplet cquations formulated on a Lagrangian frame is embedded within the non-iterative 
predictor-corrcctor solution procedure. 

For the subsonic inlet boundary the entropy and the total pressure are specified. The axial 
velocity components are obtained by extrapolation and the vertical velocity components are 
determined by enforcing the vorticity to vanish at the upstream boundary. The wall was 
assumed to be adiabatic. At the supersonic outlet all dependent variables are extrapolated 
from the interior. Because of the all-speed capability of the present numerical model, a 
non-reflective outlet boundary condition is easily imposed. The converged steady state solution 
on a given grid is used as an initial condition for the unsteady computation. The transient 
solution is initiated by perturbing the steady statc inlet pressure fields with an nth longitudinal 
mode for several cycles: 

Here j(O,y, 0) and C,,,, are the steady inlet pressure and the perturbation constant respectively. 
The initial perturbed density and temperature are calculated using the isentropic relations. 

4. RESULTS AND DISCUSSION 

In this section we present the results of the present pressure-based method for the shock-tube 
problem, an axisymmetric blast flow field problem and fast transient spray-combusting flows. 

Figure 1 shows the dimensions and related initial conditions for the shock-tube problem. A 
diaphragm located at the centre of the tube separates gas in a low-pressure chamber from gas in 
a high-pressure chamber. With rupture of the diaphram at f = 0 the resulting flow is char- 
acterized by the presence of a shock wave, a contact discontinuity and a rare faction wave. 
Computations are based on a 200 uniform grid. Figures 2 and 3 show the profiles for velocity 
and density at time = 0.05 for two different time intervals. In this figure PIS0  1 represents a 
solution technique suggested by lssa et u I . ~  and PIS0  2 denotes the method proposed in the 
present study. As expected, the larger time interval considerably increases the phase error and 
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the discontinuity smearing. In the velocity profiles with the larger time interval (At = 2.0 x s) 
the numerical results from PISO 2 show a better agreement with the exact solution. Because of 
the larger temporal splitting error associated with PISO 1, deviations are large in the high- 
velocity flow region. Upon increasing the computational time step to Ar = 2.5 x s, the 
PISO 1 solution procedure diverges while the solution can still be obtained with PISO 2. It is 
quite possible that the large splitting error associated with PISO 1 causes the velocity-pressure 
decoupling for high-velocity flow calculations with relatively large time step. These numerical 

w1. XA. 

Figure 2. Profiles for velocity and density (Ar = 2.0 x U, = 2.074, p, = 1.598) 

Figure 3. Profiles for velocity and density (At = 3.3 x lo-.. U, = 2Q74, pr = 1.598) 
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results suggest that PISO 2 is more suitable for fast transient flows and high-speed steady flows. 
In the predicted profiles with the smaller time interval (At = 3.3 x s) PISO 1 and PISO 2 
predict almost identical solutions owing to the reduced splitting error. As shown in Figure 3, the 
present pressure-based method predicts well the main features of the solution, namely an 
expansion wave propagating to the left high-pressure side and a shock wave, followed by a 
contact discontinuity, propagating to the right low-pressure side. However, noticeable over- 
shoots and undershoots exist for the velocity profile near the contact discontinuity and the shock 
front. The slightly oscillatory velocity profiles close to the high-gradient regions are linked with 
the underpredicted or overpredicted density due to the certain level of discontinuity smearing 
predicted by the present pressure-based method. These could be related to the upwinding 
procedure of the pressure-based method, which is based on one physical velocity rather than 
three characteristic velocities in context with the density-based method. Nevertheless, the 
numerical results indicate that the present pressure-based method has the ability to predict the 
wave speed and the overall shock structure correctly. Even though the accuracy of the present 
pressure-based method is not as good as the accuracy of the high-resolution density-based 
method,z3 the present pressure-based method can be used for the prediction of the combustion 
instability phenomena which mostly occur in low-Mach-number reacting flow regions. In 
addition, the prediction capability of the pressure-based method could be improved by utilizing 
higher-order spatial and tempera1 discretization and further refinement of the sequential solution 
procedure. 

The next example problem is the blast flow field generated by an open-ended axisymmetric 
shock-tube. Initial conditions and basic dimensions are described in Figure 4. A blast wave, 
followed by an imbedded Mach disc, propagates downstream into a quiescent sea-level open 
space at the design shock speed Mu = 1.75. In the subsonic flow region behind the shock a 
rarefaction wave propagates into the tube. Air viscosity is considered in this calculation. 
Computations are performed using a 100 x 70 non-uniform grid and a nondimensional time 
interval of 0.01. Figure 5 shows the pressure time history at a location of X/D = 1.51 on the 
centreline. At t < 1.2 ms the numerical results agree well with the experimental dataz4 in terms 
of the pressure time rise and the pressure variations after the blast wave past the pressure probe. 
After t = 1.2 ms the measured pressure data are unreliable owing to the interference of the 
pressure probe with the Mach disc moving downstream. Figure 6 shows the contours of predicted 
density and pressure field at r = 0 7 5  and 1-50 ms. In comparison with the experimental 
shadowgraph picturez4 at t = 150 ms, the present solution algorithm correctly predicts the main 
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Figure 4. Initial conditions and dimensions for axisymmetric blast flow field problem 
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Figure 5. Comparison of predicted and measured overpressure time history at X/D = 1.51 
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Figure 6. Contours of density and pressure at r = 0 7 5  and 1.50 ms 
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Figure 7. Geometry of liquid-fuelled rocket engine 

features of the complicated blast flow field, including the Mach disc, the jet shock, the 
recompression shock, the triple point, the vortex above the Mach disc and the embedded shock 
upstream of the vortex. 

Finally, the present pressure-based method is applied to predict the stability characteristics 
and fast transient spray-combusting flows in liquid-fuelled rocket engines as shown in Figure 
7. The basic dimensions of this combustor are the same as those of the Space Shuttle main 
engine. However, the actual engine geometry is simplified for the parametric study on combustion 
instability. Detailed dimensions of three investigated engines are listed in Table I. In the actual 
rocket thrust chamber, liquid reactants are atomized and vaporized and the entire mixture is 
combusted within the combustion chamber. The reaction products are expanded through a 
converging-diverging nozzle which has subsonic, transonic and supersonic flow zones. In the 
preliminary stage of the CFD-based instability analysis for the rocket thrust chamber we 
neglect supercritical vaporization effects and dense spray processes such as atomization, drop 
break-up and drop coalescence. Tetradecane was used as the fuel and monodisperse droplets 
are injected at 10 equally spaced injectors. The injection velocity is 10 m s - '  and the initial 
droplet temperature is 300 K. Investigated parameters include the initial droplet size, the 
equivalence ratio and the combustor geometry (combustor length and nozzle length in con- 
verging section). Computed cases were chosen to cover a wide range of operating conditions: 
droplet radii of 50,70,100,120 and 150 pm, fuel equivalence ratios of 0.65 and 1.3, and combustor 
geometries of E l ,  E, and E,. Calculations were performed on a 65 x 37 grid with a time interval 
of At = 5.0 x 

The effects of droplet size on combustion instability are shown in Figures 8-10. At the 
equivalence ratio of 1.3 with engine El  the initial droplet size rk,o = 100 pm produces an unstable 
engine condition, while the smaller and larger droplet sizes rka0 = 50 and 150 pm respectively 
yield stable engine conditions. The smaller initial droplet size (rk,o = 50 pm) results in a higher 
vaporization rate near the injector, an increase in gas temperature, a more efficient combustion 

s in all cases. 

Table 1. Dimensions of liquid-fuelled rocket engines 

El 0.3534 0.2094 0.2266 0.1309 6544 
EZ 0.1767 0.2094 0.2266 0.1309 65.44 
E, 0 I767 0.1047 02266 0.1309 47.57 
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'4, = lWpm 

Figure 8. Pressure oscillations for three initial spray conditions (6 = 1.3, C,,, = 0.02, X/L, = 00, Y / R  = 0.5, El) 

Figure 9. Spray parcel distribution for threc initial spray conditions (4 = 1.3, C,,, = 002, E , )  

Figure 10. Contours of temperature for three initial spray conditions (@ = 1.3. C,,, = 002, X/L,  = 00,  t,) 

and a stable engine condition. The larger initial droplet size (rk,o = 150 pm) results in a lower 
evaporation rate, a decrease in gas temperature, an increased exit flow rate of unburned liquid 
fuel and a stable engine condition. Owing to the increase in escaped liquid fuel, the acoustic 
energy fed back by combustion is not enough to sustain the combustion instability. For the 
initial drop size rk.O = 100 pm the spray combustion process becomes unstable. In this unstable 
range of the droplet radii the overall combustion time lag dominantly influenced by the droplet 
heat-up period matches with the acoustic time scale and the resulting flow oscillations appear 
as the unstable motion of a self-excited system. In other words, if there is no exit flow rate for 
the unburned liquid fuel, the more widely distributed evaporation rate corresponding to the 
larger initial droplet size can provide sufficient energy to sustain the acoustic longitudinal mode 
oscillations. In general the oscillatory response characteristics depend on the overall combustion 
time scale and the acoustic time scale. The overall combustion time scale may be contributed 
to by the droplet heat-up period, the ignition delay time, the turbulent mixing time scale and 
the time scale associated with atomization. The acoustic time scale depends on the combustor 
length, the equivalence ratio, the initial spray conditions and the nozzle acoustic admittance. 
The combustor becomes unstable when the overall combustion time scale is close to the acoustic 
time scale; therefore the oscillation response characteristics could be avoided by widely 
separating the acoustic time scale and the overall combustion time scale. 

To investigate the unsteady behaviour of the fast transient spray-combusting flow field in 
detail, one unstable case is selected. Figure 11 shows the transient and cycle Aow oscillations 
for rk.o = 120 pm and 4 = 1.3. For this initial droplet size it can be seen that the combustion 
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Figure I I Flow oscillations of pressure. velocity and temperature ( r ,  ,, = 120 pm. d = 1.3? C,,,, = 0.02. X / L ,  = 00. 
Y I R  = 0.5. E l )  

becomes highly unstable. These numerical results suggest that at this initial droplet size with 
the equivalence ratio of 1.3 the time lag associated with the droplet hcat-up period matches with 
the acoustic time scale and the resulting flow oscillations appear as the unsteady motion of a 
self-excited system. Figure 12 shows the spray parcel distribution and temperature contours 
during one limiting cycle shown in Figure 11. In this figure t = 27.0 ms corresponds to the end 
of the expansion cycle (starting point of compression near the injector face), t = 27.4 ms to about 
the middle of compression, f = 2 7 4  ms to the end of compression, t = 28.9 ms to the middle 

tigurr 12. Spray parcel distribution and temperature coniours (r,.o = 120 pm 9 = 1.3. CPIr, = 0.02, E , )  
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of expansion and t = 30.1 ms to the end of expansion. At t = 27.0 ms the pressure and 
temperature are at about their lowest values and the velocity is about its highest value. The 
corresponding relative velocity is very high near the injector and the resulting interval of spray 
parcels is at about the maximum level. Most Vaporization occurs at 0.4 5 X / L  , I 0.6 and the 
hot combustion zone is located around X/L, = 0.55. When the compression continues, the fuel 
spray reaches the more downstream region and the vaporization rate is widely distributed. The 
resulting hot combustion zone is located in a more downstream region. The present N-type 
wave during the limiting cycle has a very short compression period (0.8 ms) and a long expansion 
period (2.3 ms). At the early stage ( r  = 28.9 ms) of the expansion cycle the spray parcels are 
closely located near the injector, because the relative velocity and gas velocity are very low. This 
low relative velocity and low gas velocity result in the accumulation of fuel sprays near the 
injector and the uniform distribution of vaporization in the downstream region. When the 
expansion continues, the velocity increases and the accumulated spray parcel starts to separate. 
At the end of the expansion the cycle returns to the starting point of the compression cycle 
(r = 30.1 ms). 

Figures 13 and 14 show the steady state spray parcel distribution and pressure oscillations 
for all three engines (E l ,  E,, E,). We select the initial drop size rk,o = 70 pm which yields a 
stable condition for E l .  For E, and E, the dimensions 15, and L, are changed while maintaining 
the same dimensions for the chamber radius and throat radius. To check the effects of combustor 
length and acoustic time scale on combustion instability, the combustor length (15,) of E, is 
taken as the half-length of E l .  The flow oscillations for E, appear weakly unstable and its 
peak-to-peak pressure amplitude at the nozzle entrance is about 3.1 atm. This trend is quite 
different from previous one-dimensional s t ~ d i e s ~ ~ ' ~ ~  with a short-nozzle boundary condition, 
which yield stability characteristics sensitive to the combustor length owing to the lower nozzle 
damping. To check the effects of nozzle length (L,) and nozzle acoustic admittance, the nozzle 
length (L,) of E, is taken as the half-length of E,. The resulting flow oscillations for E, appear 

El 

' I  '1 E3 

Figure 14. Pressure oscillations for three engines (rL.o = 100 pm, 4 = 065,  C,, = 002. YIR = 05) 
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strongly unstable and its peak-to-peak pressure amplitude at the nozzle entrance is 28.3 atm. 
These numerical results indicate that the combustion stability characteristics are more sensitive 
to the nozzle length than to the combustor length. By decreasing the effective combustor length, 
the fundamental acoustic frequencies in the unstable engine increase (520 Hz for E,, 560 Hz 
for E3). 

It is necessary to note that the present numerical model with a subcritical vaporization process 
cannot capture all physical phenomena, especially in the high-pressure situation where super- 
critical vaporization is dominant. However, thhe supercritical vaporization model is still in the 
development stage." Only an ad hoc supercritical vaporization model was implemented in the 
CFD code.28 In high-pressure environments dense spray effects such as droplet break-up and 
the atomization process may dominantly effect the vaporization time scale. Future work must 
include the incorporation of physical processes such as atomization, stream and droplet break-up 
and vaporization under supercritical conditions. 

5. CONCLUSIONS 

The present pressure-based method has successfully demonstrated its capability to predict 
combustion instability in liquid-fuelled engines as well as fast transient compressible flows at 
all speeds. Numerical results indicate that droplet vaporization processes as well as the 
combustor geometry play a crucial role in releasing thermal energy and driving the combustion 
instability. To improve the predicative capability for non-linear combustion instability, it is 
necessary to incorporate physical submodels which can link all relevant physical phenomena of 
the entire liquid propellant combustion proccss. 
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